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A A Multi-Threaded Version of MCFNIM. Campbell,
R.K. Ellis, W. Giel2015
A Color singlet production at NNLO in MCFM,
R. Boughezal, J.M. Campbell, R.K. Ellis, C. Focke, W. Giele, X. Liu, F. Petriello, 20bliams

The publicly available code MCFM v8.0 provides predictions for color singlet production
at Nextto-Nextto Leading Order. The code runs in parallel using a hybrid openMP/MPI
version of Vegas enabling MCFM to get accurate distributions in a few hours of runtime
on moderate clusters of a few hundred computing cores. Included processes in this

version are/\/, Z, H, WH, Zanddi-photon production

LoopFesk016, Buffalo



Introduction

AThe LHC will transition over time into more and more precision
measurements.

AThis requires precise theoretical predictions of signal and background
to compare with.

AOne of the Improvements on the predictions comes from NNLO fixed
orderpartont SPSt az2yidS /I NI 2Qa

AtLKSaS OFy 0S O2Y0AYSR 6AGK {K29g
which should be able to match future precision measurements.
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A PP4 V: Catani,Cierj Ferrera, FloriarGrazzin{2009)

Li, Petriello (2012, FEWZ
Boughezal, Campbell, EIFxcke Giele, Liu, Petriello, Williana01.6)A MCFM v8.0

APP4 H: Catani,GrazziniSargsyar{2007, 2008, 2012) HNNLO
AnastasiouPuht Dulat, HerzogMistlberger(2015A up to NeLO
Boughezal, Campbell, EIFxcke Giele, Liu, Petriello, Willian2016)A MCFM v8.0

A PP4 WH: Ferrera,GrazziniTramontana(2014)
Campbell, Ellis, Williams (201%5)MCFM v8.0

A PP4 ZH FerreraGrazziniTramontana(2015)
Campbell, Ellis, Williams (2014)MCFM v8.0

A PP4 di-photont Catani,Cierj de Florian, Ferrer&razzin{2012)
Campbell, Ellis, Li, Williams (2086 MCFM v8.0
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APP4 H + jet Chen, Gehrmann, Glovégquier(2015,2016)
Boughezal, CaoldJelnikoy Petriello (2015)
BoughezalFocke Giele, Liu, Petriello (20%)to be in MCFM v8.1

APP4 W+jet BoughezalFocke Liu, Petriello (2019 to be in MCFM v8.1

APP4 Z+jet Gehrmannde Ridder, Gehrmann, Glover, Huss, Morgan (2015)
Boughezal, Campbell, Elksicke Giele, Liu, Petriello (2015)
A to bein MCFM v8.1

APR>H (WBF)Cacciari Dreyer, Karlberg, Sala@anderigh{2015

AHA bb: Anastasiou, Herzodazopoulo$2012)
DelDucg Duhr Somogyi Tramontang Troscany(2015)

APP4 ZZ CascioliGehrmannGrazziniKallweit Maierhofer vonManteuffel, Pozzorini

Rathley TrancrediWeihs(2014)
Caola Melnikoy RontschTrancredi(2015)
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APP4 WW: GehrmannGrazziniKallweit Maierhofer vonManteuffel,
PozzoriniRathleyTracredi(2014)
CaolaMelnikov RontschTrancred(2015)

APP4 V+photon GrazziniKallweit Rathlev(2016)

APPA tt: CzakonFiedlerHeymezMitov (2016)
Abelof Gehrmannde RidderMajer (2015)

APPA4 singletop: Brucherseifer, Caol&)elnikov(2014)
ATop decayBrucherseifer, Caol&jelnikov(2013)

APP4 Di-Jets Currie, Gehrmande Ridder, Gehrmann, Gloveires Wells
(2014)



NNLO calculations: Virtual Corrections
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AForemost we need twdoop matrix elements of which most of the
24 2 are known by now

AThe ones used in MCFM v8.0:
APP4 V: Hamberg vanNeerven Matsuura (1991)
APP4 H: Harlander Kilgore (2003)

APP4 VH Brein Djouadi Harlander(2004);
Brein HarlandeyZirke(2013)

APP4 di-photon: C. Anastasiou, E.W.N. Glover, Tej¥damang2002)



NNLO Calculations: Bremsstrahlung

Al OSNE AYLEZNIFYyOd O2YLRYSYl FT2NJ .
bremsstrahlung matrix elements

AWe needa fastandaccurateNLO Monte Carlo prediction extending into the
soft/collinear regions in phase space.

AMCFM provides validated and precise predictions for this using analytic
matrix elements developed and used for over almost 2 decades.

AMCFM has hundreds of processes already build in at Nk@jmg these to
upgrade the Monte Carlo to NNLO is a real time saver.

MCFM for the Tevatron and the LHCampbell and EIli2010



Soft/Collinear Radiation (1)

ATreating the soft/collinear singularities at NNLO extended from local
subtraction methods developed at NLO
A Sector decompositiamnastasiouMelnikoy Petriello (2003)
A Antenna subtractionGehrmanrDe Ridder, Gehrmann, Glover (2005)
A Colorful NNLODelDucg SomogyiTrocsany{2005)
A Sectorimproved subtractionCzakon(ZOlO)

Al 26 SOSNE af AOAYy3 YSUK2RaA
allowedforredza S 2 F SEA&AUAY 3T b
calculate bremsstrahlung:

AAbove slicing cu, Reuse NLO MCFM (fast and validated)
ABelow slicing cufy, Use tweloop matrix elements + analytic slicing function
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Soft/Collinear Radiation (2)

Almplementation of slicing:
ALY a/ Ca 98 2d228 @SV AySaa adz dNF OlAz
with the advantage that all analytic slicing functions have been calculated
already.

A W-boson production in association with a jet at néastnextto-leading order in perturbative QCD,
R. Boughezal, C. Focke, X. Liu and F. Pettiéli®

A N+jettiness Subtractions for NNLO QCD Calculations,
J. Gaunt, M. Stahlhofen, F.J. Tackmann and J.R. \¥alsh

AThis is similar in methodology tg-subtraction, however it also works for jet
final states.

A An NNLO subtraction formalism in hadron colliders and its applications to Higgs boson production at the LHC,
S. Catani and M. Grazzi@D07



Use of Parallelism

APerforming the numerical integration of the single and double
bremsstrahlung contributions will require a lot of computer power

AUsing parallel computing to efficiently harvest all resources of a
computer cluster is desirable

At N2y az2ydaS [/ FNI2Qa dzaS +=9D! {
programming
AVegas is an adaptive Monte Carlo based on importance sampling
AEach sweep in VEGAS evaluates a certain number of independent events

A After a sweep all results are collected and the grid is optimized to reduce the
weight fluctuations.

AThe new grid is used to optimize the integration for the new sweep of events



Shifting Sands of Hardware

AUsed to programming in a ngrarallel manner with a glut of memory
favoring storing over on the fly recalculation.

ACSOKy 2t 238 Aad Y2UAYy3I NI LARE & ijz Gy
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AOptimal methods to do Monte Carlo programs can shift in-imbuitive
manners due to shifts in technology:

A Limiting offchip memoryA PDF grid vs PDF evolution
A Preference for brute force simple methods slicing vs subtraction

A2 AGK OF NBFdzZf LINPINIYYAYI 2yS Oy c



Hybrid openMP/MPI

ATwo levels of parallelism:

AOpenMPFor use on
single processor to use
the multiple cores on the
processor. Uses a unified
memory. Time consuming
to develop, easy to use

AMPI: Connects the
different processors.
Communication through
messaging over e.g.
Infiniband. Quick to

MPI

process ()

Upctlmm

process |

furenad.

thread 2

develop, harder to use.

Upcnmm

thr-s.dd ﬂ |

thruad I

thﬁ.dd )

process 2

process 3

thn.mi U
thrmd 1
thrr..dni )

OpenM % OpenM IA

thread 0

thn.ad 2

With the advance of MIC architecture with unified memory openMP/openACC will become more and more

important in the future.
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openMP

A Multi-Threaded Version of MCFNIM. Campbell, R.K. Ellis, W. Giak15 [ '

AopenMP can be used to parallelize a progran =\=¥
using the available cores on a single motherboard.

AAIl cores see the same memory and cache (per processor).

AShared memory leads to great speedups but also makes
development/debugging harder.

AopenMP is part of Intel and GNU compilers. It uses master
available cores without user interference. It is actively o emerereies=er
pushed by Intel for their MIC architecture (synergy e
between hardware and openMP) ol onl v

AfUAYLIES LINY IYFQa NB | RRSH .
comments for noropenMP compilations) thread
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MCFM 7:.openMP at LO

A Used VEGAS events. PP-> H(->bb)+ 2 jets @ LO

A Under perfect circumstances one would
expect the run time to go as

A Deviations from that due to:

A Hypekrthreading

A Memory bound limits because we
do not calculate enough (memory
transfer time dominates over
computational time)

A Traffic jams: We have excessive
memory transfer between cache ey T ,
and main memory 10 10 reads used

A Starvation: Number of events per
thread low

Processor:

—=—[ntel Psi 5110P
—&— AMD 6128 HE
—4r— Intel Xeon X5650
—+H— Intel Core iF-4770

10

run time (seco

=



MCFM 7:0penMP at NLO

A Used VEGAS
events

(seconds)

A Because the calculations are moref

complicated all memory bound
Issues have disappeared.

A openMP allows for doing the NLO
phenomenology in on a
workstation. No cluster required.

A Except for hyper threading the
scaling is nearly perfect.

=

=

PP-> H(->bb)+ 2 jets @ NLO

= Processor:

—=—[ntel Psi 5110P
—f— AMD 6128 HE
—4r— Intel Xeon X5650
—+=— Intel Core i7-4770

-

10°
10 threads used



MCFM 7: NLO on a workstation

The dijet invariant mass distribution
(5 GeV hins) faPPA4 H(A bb) + 2 jets
at NLO
Used4x1,500,000+10x15,000,000
VEGAS events

LO: 12 min o x6core dual Intel
Xeon X5650

NLO: 22 hours on théx8core quad
AMD Opteron system
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Hybrid openMP/MPI

A Higgs boson production in association with a jet at NNLO using jettiness subtractions,
R. Boughezal, C. Focke, W. Giele, X. Liu, F. Pefi#ll®
A Color singlet production at NNLO in MCFM,
R. Boughezal, J.M. Campbell, R.K. Ellis, C. Focke, W. Giele, X. Liu, F. Petriello, C2Wlia

A MPI can be used to parallelize the program over multiple;
processors, each with its own memory/cache.

A Communication between the different processors is slow
and should be minimized.

A Easy to program, though one has to add explicit program
statements. So program will not compile/run outside MPI

A Harder to use, need some software to submit jobs in
gueues. No MPI standard.

- Memory

. Receive Msg



MCFM 8: Thread scaling (1)

A Runtime ofppA4 W* for LO/NLO/NNLO from
1 up to 288 cores

A The cluster consists of 24 nodes, each
containing 2 processors of 6 cores

A Two running modes:

A 1 MPI job per node: 1x12 (divided cache

A 2 MPI jobs per node, i.e. 1 MPI job per
processor: 2x6

A Used Vegas events

A LO/NLO stopped scaling above 50/100 cores

A Memory dominated regime.

A 1x12 runs slower than 2x6 because openMP

does not have to sync cache between the 2
processors in the 2x6 case.

Evalrafion Time (seconds)

2

=
=
(]

3

pp o> W' o TI'v

Process:

i L0 [226)
=== L0 [1x12)
-5 NLO (236)
=== NLO {1212}
==~ NNLO {2xE)
== NMLO [1x12)

10 10° Mumber of Cores



MCFM 8: Thread scaling (2)

A The NNLO scaling for all singlet processes;g
Included in MCFM 8.0 as a function of the £

number of MPI jobs

A Used4x100,000+10x1,000,00Megas
events

A Each MPI job is one processor with 6
cores

A Only thePP4 Hshows the onset of
non-scaling at 48 MPI jobs.

A All other processes can be speed up
efficiently using a larger cluster

Evaluation Time

10° 45

Process:
=-pp— W~
=pp—= £
pp—H
=i=pp — HW™
=i~ pp — HZ
PP — 77

-

Number of MPI jobs



MCFM 8: Timing

Toout W Z H HW HZ vy
0.001 2% (1397) | 0.9% (2770) | 0.05% (1256) | 10% (1263) % (1939) | 0.4% (3706)
0.005 || 0.7% (1358) | 0.4% (2701) | 0.04% (1234) | 3% (1238) % (1906) | 0.2% (3661)
0.01 || 0.5% (1356) | 0.2% (2677) | 0.04% (1214) | 2% (1222) % (1847) | 0.15% (3585)
0.05 || 0.2% (1315) | 0.08% (2572) | 0.04% (1197) | 0.6% (1206) | 0. 4% (1841) | 0.09% (3492)
0.1 || 0.09% (1307) | 0.05% (2526) | 0.04% (1186) | 0.3% (1186) | 0.2% (1847) | 0.08% (3427)
0.5 || 0.04% (1266) | 0.04% (2356) | 0.04% (1176) | 0.1% (1150) | 0.09% (1768) | 0.07% (3376)

Table 10. The relative statistical precision (in percentages) on the pp — W+ — (Tv, pp — Z —
ITl=.pp = H = vy, pp - H+WT 5 v+ 1Tvpp = H+Z — vy + 171" and pp — v cross
sections at NNLO as a function of 75" (in GeV) using 4 x 2 x 6 cores. Also given in brackets is
the evaluation time (in seconds).

A Note the runtime is for only 48 cores usiig
Vegas events.
A As can be seen the value of the slicing cut greatly affects the achieved
statistical precision.
A The choice of the value of the jettiness slicing cut is important
A Large: the power correction contributes (incomplete cancelation)
A Small: the statistical error is large



AJJVLO (76&51‘) _ AOJVLO 4 x ( 0 ) > log( 0 ) (+ polynomial) E

jettiness

MCFEM 8: curve fitting Comnared  aah@nni

l.uz 1 T 11Tl 1 1 T 11T 1 1 LI LA 1 1 L L L
. . | | |
A The power corrections have a know functional form :
1.01
Tcut Tcut 1.00 e e AT

ratio

NNLO (4cut NNLO o ? 3 (o v T NA: e | | | ge M :
AT es (T5) = Ao +c;3><(Q>><log (Q>+C2X(Q>xlog (Q> - e T
N-jettiness Subtractions for NNLO QCD Calculatiogs, S ) ) I I
J. Gaunt, M. Stahlhofen, F.J. Tackmann and J.R. \B@lsh & 1.0 gg—~H

A MCFM is designed to produce the (differential) cross s H00 =
section for a given slicing cut 5 0.85 | | I

A One can run for a handful of cut values and fit the 0 T 0F 102 -1 10
parameter to find the extrapolation to zero. ek

A This can be fully automated in e.g. root or Mathematica
with a per bin fit including the statistical error NLO :¢= 1.000; ¢=-1.17

A The fit does not only give the parameters but also NNLO: g= 0.998; ¢= 0.324; ¢=1.30

goodness of fit, indicating if more terms in the expansion
are required.



Improving slicing

AThe leading power correction can b
calculated and added to MCFM
R. Boughezal, X. Liu, F. Petri&@il 6

A A preliminary study has been
performed forppA4 H.

A This should be included in a future |
release of MCFM, allowing one to "
choose much larger values of the ¢ =

104

A This holds great promise, especially = By

| = —y s

one can calculate more and more o . |
the coefficients. use \_/

oz

: E 5 B _ B

=
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Phenomenology

Aln the end, the discussed technical aspects of MCFM are to a large
degree hidden.

AOne can use it out of the box, without much thought.
AopenMPwill by default use all available threads on a cluster node.
AMPI (if used) will work when submitting one job/cluster node

AThe slicing scale is set within the program, depending on the precision
specified.
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PhenomenologyPPAVHA + b+ Q+ Q

Demonstrates the MCFM sep Associated production of a Higgs boson at NNL

with jettinessslicing for a high
dimensional phase space (6
particle final state)

Shows importance of NNLO to
describe the phenomenology
p{>25 GeV, f|<2.5;

EMss>20 GeV

While corrections to inclusive
Cross sections are order percent
at NNLO, the effects can be large
in local phase space regions: e.g.
top loop threshold.

MCEM: W*H-WWW*-leptons
LHC14

2.x 1074

2.x 1073}

Campbell, Ellis, Williams (2015)

MCEM: ZH-ZWW*—leptons
LHC14

5.x 1075}

5.x 1075}

—— > 2.0
1.5}
A A Y 10k
) ) ) . . o5k . NLO/L(? NNL.O/LO .NNLO/NL.O }
——— < —— —— 100 150 200 250 300 350 400 150 200 250 300 350 400 450
mH [GeV] m#Z [GeV]



Phenomenology?P4 di-photon

On the challenge of estimatirgphotonbackgrounds at large invariant mas
Kamerik PerezSchlafferWeiler(2016).

A Shows one can download and - —
use NNLO MCFM without any - e
help from the authors. NI e

A Shows that with NNLO precise S .
predictions can be made for LHC | @amasgo (b) ATLAS spin-)
phenomenology e

(c) CMS EBEB (d) CMS EBEB and EBEE combined



PhenomenologyPP4 Z+|et

Phenomenology of thel@oson plus jet process at NNLO,
Boughezal, Liu, Petriello (2016)

] 00 | STGYLHC‘ | 10000 | | |13Te\I/LHCI |
A The next version of NNLO = = o
MCFEM will have more = 0 = o

complicated final states
Including a jet.

A PPA Z+jetresult from non
public version.

A This particular plot shows the
Importance of NNLO for large
rapidity jet production

A p>>100 GeV;pj<4.4
p>25 GeV; fi|<2.5
71 GeV#¥l <111 GeV

do/d|n"t | [fb]
do/d|n’t | [fb]




Outlook

AMCFM v8 is available for download from mcfm.fnal.gov. It will
produce usable NNLO results on desktops & small clusters.

AThe next step is includingp 4 X + jetinto the public version of
MCFM.

AMany other projects in the works to further develop MCFM@NNLO.

AThe rapidly emerging technologies will keep pushing us into different
numerical models for doing the calculations



